Xây dựng mô hình mạng neural tích chập tự động giải captcha.

2. Nội dung

2.1. Tổng quan

2.1.1. Captcha

Captcha (Completely Automated Public Turing test to tell Computers and Humans Apart) là một dạng của phép thử Turing, trong đó người được kiểm tra (con người/máy tính) được cung cấp một hoặc một số hình ảnh của một tập các ký tự đã qua xử lý kỹ thuật số (làm biến dạng, đổi phông, thay đổi bố cục,….) nhằm tạo ra hình ảnh bộ ký tự mới mà máy tính không thể nhận diện, nhưng một người dùng với nhận thức và giác quan bình thường có thể nhận diện.

Phép thử Turing là một bài kiểm tra được đề xuất bởi Alan Turing vào năm 1950, với mục đích đánh giá liệu một cỗ máy có khả năng suy nghĩ giống với một con người hay không.

2.1.2. Captcha và sự phát triển của trí tuệ nhân tạo.

Mục đích của ngành khoa học nghiên cứu trí tuệ nhân tạo là tạo ra những máy tính có khả năng suy nghĩ giống con người. Phương pháp phổ biến để đánh giá một cỗ máy có khả năng suy nghĩ giống con người hay không là yêu cầu máy tính làm những bài kiểm tra liên quan đến khả năng ra quyết định, một máy tính được coi là có khả năng suy nghĩ giống con người nếu những quyết định mà nó đưa ra trùng khớp với những quyết định mà một con người bình thường đưa ra khi đối mặt với bài kiểm tra tương tự.

Nhận diện captcha là một trong những bài kiểm tra phân biệt người/máy được sử dụng phổ biến nhất trong thực tế. Tính phổ biến của captcha cho thấy bài kiểm tra này là đáng tin cậy, có khả năng phân biệt giữa người và máy với độ chính xác cao. Vậy nếu một trí tuệ nhân tạo có khả năng vượt qua một bài kiểm tra nhận diện captcha phức tạp, có thể khẳng định trong một giới hạn nào đó rằng trí tuệ nhân tạo này đã phần nào đạt được khả năng suy nghĩ giống với một con người (về phương diện nhận diện ký tự).

Mục đích của mini-project này là xây dựng một trí tuệ nhân tạo sử dụng công nghệ mạng neural tích chập có khả năng giải mã một đoạn captcha 4 ký tự, trong đó các ký tự là các chữ số và các chữ cái thuộc bảng chữ cái latin, không xét đến các ký tự 0-O,1-I bởi sự tương đồng của các ký tự này dễ gây nhầm ngay cả đối với con người.

2.2. Cơ sở lý thuyết

2.2.1. Mạng neural tích chập

Mạng neural tích chập (CNN) là một loại mạng nerural chuyên biệt để xử lý dữ liệu có cấu hình lưới(dữ liệu chuỗi thời gian, dữ liệu hình ảnh,…). Mạng neural tích chập sử dụng một phép toán tuyến tính đặc biệt gọi là phép tích chập.

Một các tổng quát, phép tính tích chập là hợp của 2 hàm số với tham số thực
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Trong đó, hàm thứ nhất, hàm x đóng vai trò dữ liệu đầu vào (input), còn hàm thứ hai w là nhân (kernel).

Trong các ứng dụng học máy, đầu vào thường là các mảng nhiều chiều chứa dữ liệu, nhân là các mảng nhiều chiều chứa tham số. Các mảng nhiều chiều này được gọi chung là tensor.

Ta có thể thực hiện phép tính tích chập theo nhiều trục tọa độ một cách đồng thời. Ví dụ, khi ta có dữ liệu đầu vào là những hình ảnh 2 chiều, ta cũng cần có kernel 2 chiều tương ứng:
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Do phép tích chập có tính giao hoán, ta cũng có thể viết biểu thức trên dưới dạng tương đương sau:
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Cái khái niệm cơ bản của một mạng neural tích chập:

Feature (đặc điểm): CNNs so sánh hình ảnh theo từng mảnh. Các mảnh mà nó tìm được gọi là các feature. Bằng cách tìm ở mức thô các feature khớp nhau ở cùng vị trí trong hai hình ảnh, CNNs nhìn ra sự tương đồng tốt hơn nhiều so với việc khớp toàn bộ bức ảnh. Mỗi feature giống như một hình ảnh mini – một mảng hai chiều nhỏ. Các feature khớp với các khía cạnh chung của các bức ảnh.

Convoluton (Tích chập): quá trình CNN quan sát từng feature của một bức ảnh, sử dụng một filter (bộ lọc với kích thước cố đinh), đồng thời thu lấy những thông tin về ý nghĩa của feature bằng cách nhân ma trận điểm ảnh thuộc feature với một ma trận trọng số nào đó, và “lọc” bỏ những phần thông tin không cần thiết bằng cách đưa kết quả qua một hàm kích hoạt nào đó (vd: relu)

Tương tác thưa (kết nối thưa/ trọng số thưa): trong các lớp của mạng neural truyền thống, người ta sử dụng phép nhân ma trận giữa ma trận đầu vào và một ma trận trọng số để thu được ma trận đầu ra tương ứng. Điều này có nghĩa mỗi phần tử của ma trận đầu ra có mối liên hệ với mọi phần tử của ma trận đầu vào. Tuy nhiên đối với mạng neural tích chập, tính chất tương tác thưa cho phép sử dụng ma trận trọng số có kích thước nhỏ hơn rất nhiều so với kích thước của ma trận đầu vào. Ví dụ: dữ liệu đầu vào có thể là một ma trận điểm ảnh kích thức hàng triệu pixel, trong khi ma trận trọng số có thể chỉ cần kích thước hàng chục hoặc hàng trăm pixel. Điều này đem lại 2 lợi ích: tiết kiệm không gian bộ nhớ lưu trữ tham số và cho phép phân tích dữ liệu đầu vào ở mức độ chi tiết cao, giúp phát hiện các đặc tính cục bộ.

Chia sẻ tham số: một phần tử của ma trận trọng số được sử dụng bởi nhiều hàm trong một mô hình. Đối với mang neural truyền thống, mỗi phần tử của ma trận trọng số được sử dụng duy nhất một lần. Trái lại, trong mạng neural tích chập, một phần tử của ma trận trọng số được nhân với hầu như tất cả các phần tử của input, trừ một số phần tử biên tùy theo từng trường hợp cụ thể.

Pooling: hàm pooling có tác dụng giảm kích thước dữ liệu những vẫn giữ lại những đặc tính quan trọng bằng cách thay thế một nhóm dữ liệu bởi một dữ liệu có tính đại diện. Ví dụ: max pooling 3x3 thay thế 9 phần tử thuộc một ô vuông 3x3 bằng phần tử lớn nhất trong 9 phần tử đó.

Sau khi pooling, một hình ảnh sẽ có khoảng một phần tư số điểm ảnh so với lúc bắt đầu. Vì nó giữ các giá trị lớn nhất từ mỗi cửa sổ, nó sẽ bảo toàn tính khớp của mỗi feature bên trong cửa sổ. Nghĩa là nó không quan tâm quá nhiều về vị trí chính xác nơi feature khớp, miễn là nó khớp ở chỗ nào đó trong cửa sổ. Kết quả là CNNs có thể tìm xem liệu một feature có nằm trong hình ảnh mà không cần lo nó nằm ở đâu. Điều này giúp giải quyết vấn đề của máy tính là quá trực nghĩa.

2.2.2. Kỹ thuật tiền xử lý dữ liệu

2.2.2.1. Grayscale

Grayscale là một không gian màu sắc trong đó chứa các sắc độ khác nhau của màu xám, với sắc độ tối nhất tương ứng với màu đen và sắc độ sáng nhất tương ứng với màu trắng. Trong những trường hợp mà màu sắc của ảnh không đem lại thông tin hữu ích phục vụ quá trình huấn luyện, ảnh được chuyển về dạng grayscale để lược bỏ thông tin không cần thiết(tín hiệu nhiễu – noise) mà vẫn giữ lại thông tin hữu ích (hình dáng, kích thước của vật thể trong ảnh….)

2.2.2.2. Threshold

Threshold là kỹ thuật phân vùng hình ảnh đơn giản nhất. Từ một hình ảnh định dạng grayscale, threshold có thể tạo ra một hình ảnh nhị phân.

Với các phương pháp threshold cơ bản, nếu giá trị của một pixel lớn hơn một hằng số threshold, pixel đó sẽ được gán giá trị tương ứng với màu trắng, ngược lại pixel đó sẽ được gán giá trị tương ứng với màu đen.

Threshold thích ứng: việc chọn ra một hằng số threshold cố định và áp dụng để đánh giá toàn bộ bức ảnh trong nhiều trường hợp không phải là giải pháp tối ưu. Dưới một số điều kiện ánh sáng, sẽ có những phần của bức ảnh có mức độ sáng lớn(hoặc nhỏ) hơn phần còn lại. Những khu vực của bức ảnh có độ sáng khác nhau cần được đánh giá thông qua những giá trị threshold khác nhau phù hợp. Thuật toán threshold thích ứng tính toán giá trị threshold phù hợp với từng phân vùng của bức ảnh, từ đó cho kết quả threshold tốt hơn.

2.2.2.3. Contours

Contours là một đường cong nối tất cả các điểm liên tục có cùng màu sắc hoặc mật độ. Contours được sử dụng cho mục đích nhận diện vật thể.

Việc xác định contours đạt độ chính xác cao với những hình ảnh nhị phân. Vì vậy trước khi xác định contours cần thực hiện threshold.

Trong OpenCV, contours được xác định là đường viền bao quanh các vật thể trắng trên nền đen. Vì vậy, sau bước threshold cần thu được hình ảnh với vật thể có màu trắng và nền màu đen.

2.2.2.4. Bounding Rectangle

Bounding Rectangle của một tập hợp điểm là hình chữ nhật bao quanh tập hợp điểm đó. Trong OpenCV có 2 loạt Bounding Rectangle: Bounding Rectangle thường và Bounding Rectangle xoay.

Mỗi Bounding Rectangle được đại diện bởi 4 tham số: (x,y,w,h) trong đó x,y là tọa độ của điểm ở góc trên bên trái hình chữ nhật; w,h là chiều dài và chiều rộng của hình chữ nhật.

2.3. Các thư viện được sử dụng.

2.3.1. os

os là một module cho phép sử dụng các hàm tương tác với hệ điều hành.

os.path cho phép thao tác với các đường dẫn.

Phương thức được sử dụng trong project:

Os.path.join(): kết nối một hoặc nhiều thành phần của đường dẫn một cách phù hợp. Phương thức này nối các phần của đường dẫn với đúng một dấu ngăn cách (‘/’) theo sau mỗi phần ngoại trừ phần đuôi của đường dẫn.

os.path.basename(path): trả lại tên file/folder cuối cùng mà đường dẫn path chỉ tới,loại bỏ những folder trung gian trong đường dẫn.

os.path.splitext(path): phương thức tách pathname thành 2 phần: root và ext. Trong đó ext là extension của path còn root là phần còn lại.

Tham số:

Path: một đối tượng dạng đường dẫn cho biết đường dẫn tới một file cụ thể, đối tượng có thể thuộc kiểu string hoặc kiểu bytes.

os.path.exists(path): phương thức kiểm tra liệu một đường dẫn cụ thể có tồn tại hay không.

os.makedirs(path,mode=Oo777,exist\_ok=False): phương thức tạo đường dẫn, nếu những đường dẫn cấp trung gian chưa tồn tại thì tạo cả đường dẫn cấp trung gian.

2.3.2. glob

glob là một module cho phép tìm kiếm tất cả các đường dẫn tuân thủ một khuân dạng cụ thể (theo các quy tắc được sử dụng bởi Unix shell, kết quả của tìm kiếm được trả lại theo thứ tự ngẫu nhiên).

Phương thức được sử dụng trong project:

glob.glob(pathname,recursive=False): trả về một danh sách các đường dẫn khớp với pathname(pathname phải là một xâu ký tự chứa đặc tả đường dẫn). pathname có thể là một đường dẫn tuyệt đối hoặc tương đối.

Nếu recursive=true, ký tự “\*\*” có thể tương ứng với tên file bất kỳ hoặc các directory, hoặc các đường link dẫn tới các directory.

2.3.3. Imutils

Imutils là một thư viện chứa tập các hàm xử lý hình ảnh cơ bản như chuyển đổi, xoay, thiết lập kích thước, hiển thị hình ảnh Matplotlib, sắp xếp contours, xác định góc.

Phương thức được sử dụng trong project:

Imutils.paths.list\_image(basePath,contains=None): trả lại đường dẫn tới các file nằm trong folder tương ứng với đường dẫn basePath, nếu contains là một string khác None thì sẽ trả về đường dẫn tới những file mà tên file có chứ đoạn string đó.

Imutils.resize(image,width=None,height=None): Thay đổi kích thước hình ảnh.

Image: hình ảnhgốc có kích thước h x w, cần thay đổi kích thước

Width và height: Nếu width=height=None thì trả về hình ảnh gốc; nếu width=None thì hình ảnh mới có kích thước mới width\_new=(height/h)\*w; height\_new=height; các trường hợp còn lại width\_new=width, height\_new=(weight/w)\*h.

2.3.4. OpenCV

OpenCV là một thư viện phần mềm thị giác máy tính và học máy mã nguồn mở. OpenCV được xây dựng nhằm cung cấp cơ sở hạ tầng cho các ứng dụng thị giác máy tính và để tăng tốc việc sử dụng học máy trong các sản phẩm thương mại.

Phương thức được sử dụng trong project:

cv2.imread(path,flag):tải một hình ảnh từ một file cụ thể. Nếu không đọc được hình ảnh(do không tìm được file, không có quyền truy cập thích hợp) thì phương thức trả về một ma trận rỗng.

cv2.cvtColor(src,code[,dst[,dstCn]]): phương thức chuyển đổi không gian màu của một bức ảnh.

Tham số:

src: bức ảnh sẽ được chuyển đổi không gian màu sắc;

code:mã chuyển đổi không gian màu sắc;

dst:hình ảnh output, có kích thước và chiều sâu giống với hình ảnh src, là một tham số không bắt buộc;

dstCn:số channel của hình ảnh dst, là một tham số không bắt buộc.

cv2.copyMakeBorder(src,top,bottom, left,right,borderType,value): phương thức tạo đường biên xung quanh bức ảnh, tương tự như khung ảnh.

Tham số:

src:bức ảnh nguồn top:độ rộng của đường biên phía trên, tính theo số lượng pixel. bottom:độ rộng của đường biên phía dưới, tính theo số lượng pixel.

left:độ rộng của đường biên phía bên trái, tính theo số lượng pixel.

right:độ rộng của đường biên phía bên phải, tính theo số lượng pixel.

boderType: miêu tả loại đường biên sẽ được thêm vào (vd: cv2.BORDER\_CONSTANT,cv2.BORDER\_REFLECT,…)

value: một tham số không bắt buộc, miêu tả màu sắc của đường biên nếu borderType= cv2.BORDER\_CONSTANT

cv2.threshold(source, thresholdValue, maxVal, thresholdingTechnique): phương thức thực hiện kỹ thuật threshold. Trong kỹ thuật threshold, giá trị của mỗi pixel được so sánh với giá trị threshold. Nếu giá trị của pixel nhỏ hơn giá trị threshold thì giá trị pixel được gán bằng 0, ngược lại được gán giá trị maximum(thường là 255). Đây là một kỹ thuật phân mảng phổ biến, dùng để tách biệt vật thể và phông nền trong một bức ảnh.

Tham số:

Source: nhập hình ảnh dưới dạng array.

thresholdValue: giá trị threshold.

maxVal: giá trị lớn nhất có thể được gán cho một pixel.

ThresholdingTechnique: Kiểu threshold sẽ được áp dụng.

cv2.findContours(src,mode,method): hàm trích xuất đường viền khối (contours) từ hình ảnh. Hàm hoạt động tốt nhất với hình ảnh nhị phân, nên trước tiên ta cần áp dụng các kỹ thuật threshold.

Định nghĩa contour: một đường cong nối tất cả các điểm liên tiếp (dọc theo đường biên) có cùng màu sắc và độ đậm. Đây là một khái niệm hữu ích cho việc phân tích hình dáng và nhận dạng vật thể.

Tham số:

Src: hình ảnh gốc.

Mode: chế độ trích xuất contours (vd: cv2.RETR\_EXTERNAL, cv2.RETR\_TREE )

Method: phương thước xấp xỉ contours (vd: cv2.CHAIN\_APPROX\_NONE, cv2.CHAIN\_APPROX\_SIMPLE )

cv2.boundingRect(points): phương thức trả về một tam giác vuông bao quanh tập hợp điểm points.

Tham số:

points: một tập hợp điểm, trong project là đường contours.

output: (x,y,w,h) trong đó (x,y) là tọa độ đỉnh phía trên bên trái của tam giác vuông, w là độ dài cạnh đáy, h là chiều cao của tam giác.

cv2.imwrite(filename,img): phương thức giúp lưu một hình ảnh vào bất kỳ thiết bị lưu trữ nào.

Tham số:

filename: một xâu ký tự cho biết tên của file mà hình ảnh sẽ được lưu vào. Filename phải bao gồm định dạng hình ảnh (vd: .jpg,.png,…)

image: hình ảnh cần được lưu.

2.3.5. Numpy:

Các phương thức được sử dụng trong project:

Numpy.expand\_dims:

2.3.6. Pickle

Pickle là một module sử dụng giao thức nhị phân để chuyển hóa các cấu trúc đối tượng trong Python thành dạng chuỗi (bytes stream) hoặc ngược lại

Các phương thức dùng trong project:

pickle.dump(obj, file, protocol=None, \*, fix\_imports=True, buffer\_callback=None): viết dạng biểu diễn pickle (dạng chuỗi) của một đối tượng obj vào thư mục file.

Pickle.load(file, \*, fix\_imports=True, encoding="ASCII", errors="strict", buffers=None): đọc biểu diễn dạng chuỗi nhị phân của một đối tượng từ tập tin file, trả về đối tượng đã được xây dựng lại từ biểu diễn đó.

2.3.7. Sklearn

Các phương thức sử dụng trong project:

Sklearn.model\_selection.train\_test\_split(arrays,test\_size,train\_size,random\_state,shuffle,stratify): chia mảng hoặc ma trận (tương ứng tham số arrays) thành các tập con để huấn luyện hoặc kiểm thử.

Tham số:

arrays: có thể là list, mảng numpy, pandas dataframe, ma trận thưa scipy, phải có cùng kích thước shape[0]

test\_size: có thể là kiểu float hoặc int, nếu là float thì nằm trong đoạn [0.0,1.0], cho biết tỷ lệ số phần tử của arrays thuộc tập test, nếu là int cho biết số lượng mẫu test, nếu là None thì dựa vào train\_size để tính, nếu train\_size cũng là None thì được đặt giá trị mặc định 0.25

train\_size: tương tự test\_size, với giá trị mặc định 0.75

2.3.8. Keras

Là một API được thiết kế cho người làm việc trong lĩnh vực deep learning, cung cấp các giao diện lập trình ứng dụng đơn giản và ổn định, giúp giảm thiểu tối đa thao tác cho người dùng, cung cấp các cảnh báo lỗi rõ ràng và dễ thực thi.

Các lớp/ phương thức sử dụng trong project:

Keras.Model(): một lớp (class) có chức năng nhóm các lớp (layers) để tạo thành một đối tượng với các đặc tính phục vụ cho việc huấn luyện mô hình và suy diễn.

Các tham số:

Inputs: một đối tượng của lớp keras.Input hoặc một list các đối tượng của lớp keras.Input

Outputs: đầu ra của mô hình, tùy thuộc bài toán

Name: dạng xâu ký tự, tên của mô hình.

Keras.models.Sequential(): một lớp (class) có chức năng tập hợp một ngăn xếp tuyến tính gồm các layers để tạo thành một đối tượng keras.Model

Các phương thức:

Sequential.add(layer): thêm layer vào đỉnh ngăn xếp.

Sequential.pop(): loại bỏ layer cuối cùng thêm vào ngăn xếp.

Keras.models.load\_model(file\_path): trả về model đã được huấn luyện và lưu trong tập tin có đường dẫn file\_path

Keras.Layers:

Keras.layers.convolutional: trả về một layer tích chập

VD: Conv1D layer

Conv2D layer

Conv3D layer

SeparableConv1D layer

SeparableConv2D layer

DepthwiseConv2D layer

Conv2DTranspose layer

Conv3DTranspose layer

Keras.layers.convolutional.Conv2D:

Các thuộc tính:

Filter: số nguyên dương, cho biết số chiều của không gian đầu ra

Kernel\_size: một số nguyên dương hoặc một tuple/list 2 số nguyên dương, cho biết kích thước của một filter

Strides: một số nguyên dương hoặc một tuple/list 2 số nguyên dương, cho biết độ dài bước nhảy của filter dọc theo chiều cao và chiều rộng của input

Padding: nhận giá trị “valid” hoặc “same”.

Data\_format: “channels\_last” hoặc “channel\_first”. Cho biết thứ tự của các chiều của input.

Activation: hàm kích hoạt sẽ được sử dụng

Use\_bias: kiểu Boolean, cho biết layer có sử dụng vector bias hay không

kernel\_regularizer: hàm chuẩn hóa áp dụng cho ma trận trọng số

bias\_regularizer: hàm chuẩn hóa áp dụng cho vector bias

activity\_regularizer: hàm chuẩn hóa áp dụng cho output

kernel\_constraint: Hàm ràng buộc áp dụng cho ma trận trọng số

bias\_constraint: Hàm ràng buộc áp dụng cho vector bias

Keras.layers.Maxpooling2D:

pool\_size: một số nguyên dương hoặc một tuple 2 số nguyên dương, do biết kích thước của cửa số pooling

strides: một số nguyên dương hoặc một tuple 2 số nguyên dương, cho biết độ dài bước nhảy của cửa sổ pooling.

padding: “valid” hoặc “same”. Nếu là “valid” thì không dùng padding; nếu là “same” thì sử sụng padding sao cho với stride=1 thì kích thước output bằng kích thước input

data\_format: “channel\_last” hoặc “channel\_first”

Keras.layers.core:

Dense: trả về một layer mạng neural kêt nối đầy đủ

Các thuộc tính:

Units: số nguyên dương, cho biết số chiều của không gian output

Activation: cho biết hàm kích hoạt sẽ sử dụng; nếu không được đặc tả thì mặc định sử dụng hàm a(x)=x;

Use\_bias: kiểu Boolean, cho biết layer có dùng vector bias hay không.

Kernel\_initializer: khởi tạo vector trọng số

Bias\_initializer: khởi tạo vector bias

Kernel\_regularizer: hàm chuẩn hóa áp dụng lên vector trọng số

Bias\_regularizer: hàm chuẩn hóa áp dụng lên vector bias

Activity\_regularizer: hàm chuẩn hóa áp dụng lên vector đầu ra của layer

Kernel\_constraint: hàm ràng buộc áp dụng lên vector trọng số

Bias\_constraint: hàm ràng buộc áp dụng lên vector bias

2.4. Cấu trúc chương trình

2.4.1. Các file/folder lưu trữ dữ liệu

generated\_captcha\_images:

1 folder chứa các file .png

Mỗi file .png có tên file là đoạn text 4 ký tự, là dạng text của hình ảnh mã captcha mà file đó lưu.

VD: file 2A2X.png có nội dung là hình ảnh sau:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAAYCAIAAADWASznAAAD40lEQVRYhe2YT0gqXxTHzxuGYRgMJAaRhwTJYCIhIhERUa2khYibxIW4kEFaSAuJkBYuJKKVRISIC4kIcRUyCxch4qqFRERItBhikBApkf4hFsb5LS6/iNQx4j2ieN/d3Dn33PM5595zR38hIvxEUV8dwN/SP7Dvpn9g3030F659d3dXKBRkWWYYxm63z83N/Unv+EVKpVIcxxkMhmg0ajabAcBmszWbzT/l/2+BJRIJs9nc722lUqEoCgB2d3cRsVgskizv7Oy8s5QkieM4nucNBoMgCDabDRHz+fzCwoLb7fZ6vdFotOcSg8E6nU4+n19fX49EInt7e61Wa+AURVEYhgGAi4uLngb1ej0YDG5vbzcaDUQslUoE7ODgoHt1SZJYlgUArVZbKpUQsVqtejweAJifn9/f3/8MWKVSMZlMPM/H4/GJiQkAsNvtnU5HfZYoisS436rvRKKcmZnpZ7CxsUHIs9ksIt7f3xuNxqmpKZVIBoCNjIwAQCwWQ8REIkG8X15eqkxRFEWj0Zyfn1MUtby8PIAJMZ1OA8D4+DipXk91Oh2r1QoAOp2u0Wj4fD6NRiPLsorbAWDRaDSdTpMz7ff7AYDnefWKiaIYCoUQURCE6elpdf+SJNE0PTk5qUJFdHx8TNM0SQEApNNpdfuPNo9yuUz8JpNJFTNSrqurK0T0er0sy6pkIZ/PsyzrcrnIuR3IFg6HyZZxuVwDA/4QWK1WI3vS5/OpW4qiaLfbDw8PZVkmB+P09LSnJaFaWVl5HbFYLCQj/ZTL5QiYIAgDe9hgsEajQarvdrvVN6GiKBzHBYNBh8NhNBpJhVOpVLelJEkMw/A8HwgEIpHI1tbW2toawzAqzuv1uk6ns1gshO1tRj4Ddn19TU6tx+N5fn5WNxZFMRAIvD5Wq1UACAaD3SES5ncSBEHFucPh0Ov19Xo9EAgAAE3T5XL5k2CKophMJgBYWloiI4VCQcWY47h3DVOv15Mr9Z1kWT46OsrlcqlUKhaLhUIhj8cTDof7Od/c3KQoiqx+e3v7+/dv0kVUct0X7OTkRK/Xv/Z6RKzVaj2jRMRYLGa1WrtbttPppGn6I3d6Pz0+PqbTaYZhSKclymazpMj9PjtQBUyr1QIAx3Gzs7Nut1sURavVurq62tO42WyWy+VMJhOPx18Hk8kk2caZTOZTUIiI5KIHAIZhyO1cLBYNBgMZpCjK7/f3nPgL+/zn8fT01OyS0+kcGxtT+aR+q4eHB/l/eb3e0dHRD058q5eXl1ar1W63W63W8PDw0NDQzc3N2dlZu90mgyzLLi4udk/sC/bd9WN/aP5YsP8Az+wkZ2Hk0QYAAAAASUVORK5CYII=)

extracted\_letter\_images:

Một folder chứ 32 folder con.

Mỗi folder được đặt tên bởi 1 ký tự (chữ số/chữ cái latinh ngoại trừ các ký tự 1,I,O,0).

Trong mỗi folder chứ các file .png.

Mỗi file .png chứa ảnh của ký tự được dùng để đặt tên cho folder chứ nó dưới những phông dạng khác nhau.

Mỗi file .png được đặt tên dưới dạng dãy text 6 ký tự, là số thứ tự của file trong folder.

VD: nội dung file 000001.png và 000007.png thuộc folder 7:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAPCAAAAAD1inGVAAAAi0lEQVQIHUXBMQsBcQDG4d87qGP1HeRsShZlNMgnsN8iBpdVsVtMShlu8CH4EhazZLUZpC697p/hnkemJFOSyRZRVItq/TUyyajz/ryGmwSZSxs4rG4VZIJvazoDmeCY3qsgE8TjJSBTyCaPOiADeXOwoyAD2/QaU5Dh2eieCGSYn/c9AhnyCn8ypR9fvCkB1to1gAAAAABJRU5ErkJggg==)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAPCAAAAAAXVmrsAAAAlElEQVQIHT3BMQsBcRzH4c+v6FJeA9NJJmVR9xKYvARu8g6kjMrO5iaTncFmuJIymYhusFkMtyilr/8Z7nlM5Ez8fe+Vkul9vjjJJw5MUUim/CqaorDXbNTnyQ7TarMG/P4I0zP14VaLA0xkZpPUw0SmVTiCCedaHy7AhDOeLgdgwqk+Ti0wAdtue++BCTi8Ojgmcj8S2zMBRpTKHQAAAABJRU5ErkJggg==)

captcha\_model.hdf5:

hdf5 ( Hierarchical data format 5) là một khuôn dạng tệp tin được sử dụng để lưu trữ một lượng lớn dữ liệu.

hdf5 cung cấp file dữ liệu lớn với cấu trúc tương đối đơn giản, chỉ sử dụng 2 loại đối tượng:

dataset: một mảng nhiều chiều, các phần tử trong mảng đồng nhất về kiểu.

group: một cấu trúc có thể chứa trong nó các dataset hoặc các group khác.

Nhờ 2 kiểu đối tượng trên, khuôn dạng hdf5 cho phép tổ chức dữ liệu trong file một cách có thứ bậc, tương tự như cấu trúc của hệ thống tệp tin( các tài nguyên trong file .hdf5 có thể được truy xuất bằng cú pháp tương tự đường dẫn file: path/to/resource). Hdf5 còn cung cấp hệ thống kiểu dữ liệu cải tiến.

Trong project, file captcha\_model.hdf5 được sử dụng để lưu trữ mô hình học được sau quá trình huấn luyện. Câu lệnh lưu mô hình vào file được keras cung cấp:

FILE\_NAME=”D:\Python\deep\_learning\solving\_captchas\_code\_examples\captcha\_model.hdf5”

model.save(FILE\_NAME)

model\_labels.dat:

Phần mở rộng .DAT đại diện cho một tập tin có chứa dữ liệu thô. Điều đó có nghĩa là nó không được kết hợp với bất kỳ một chương trình hoặc ứng dụng cụ thể nào.

Tệp tin model\_labels.dat chứa 32 nhãn (label) sẽ được sử dụng trong bước phân loại để nhận diện ký tự.

2.4.2. Các file chứa source code python (.py)

extract\_single\_letters\_from\_captcha.py:

Tệp tin này chứa mã nguồn của module tiền xử lý dữ liệu đầu vào, từ những hình ảnh captcha 4 ký tự thu về ảnh của từng ký tự độc lập.

Tóm tắt cơ chế hoạt động của extract\_single\_letters\_from\_captcha.py:

Nhận vào đường dẫn tới folder chứa tất cả ảnh captcha thuộc tập dữ liệu huấn luyện.

Duyệt qua từng bức ảnh, thực hiện tiền xử lý:

Sử dụng OpenCV, đọc dữ liệu ảnh, chuyển ảnh thành dạng grayscale, tạo đường biên, threshold, xác định contours.

Dựa vào đường viền (contours) và hình chữ nhật bao (bounding rectangle) để thực hiện xác định vật thể trong bức ảnh, ở đây vật thể là những ký tự đôc lập.

Sử dụng OpenCV, lưu lại từng ký tự vào tệp tin .png tương ứng thuộc folder extracted\_letter\_images.

Các thư viện sử dụng:

import os

import os.path

from cv2 import cv2

import glob

import imutils

train\_model.py:

Module này nhận dữ liệu đầu vào là tập các hình ảnh ký tự đơn lẻ (thuộc folder extracted\_letter\_images), trả về một mô hình mạng neural tích chập. Mô hình này có thể phân loại một hình ảnh ký tự vào lớp tương ứng với ký tự mà hình ảnh đó biểu diễn ( vd: nhận vào hình ảnh ký tự 7, gán cho bức ảnh label 7).

Hàm resize\_to\_fit(image,width,height):

Thay đổi kích thước của ảnh để phù hợp với các hàm huấn luyện mô hình.

Tóm tắt cơ chế hoạt động của train\_model.py:

Đoc tất cả ảnh từ folder extracted\_letter\_images;

Với mỗi ảnh đầu vào, chuyển ảnh về dạng grayscale, dùng hàm resize\_to\_fit đưa ảnh về kích thước 20x20, thêm chiều thứ 3 (tiền xử lý ảnh để đáp ứng yêu cầu của keras), lưu vào data[];

Dựa vào tên file chưa ảnh để xác định ký tự trong ảnh, lưu vào labels[];

Phân chia tập huấn luyện và tập kiểm thử (dùng cross-validation);

Xây dụng mô hình mạng neural với 2 lớp tích chập xen kẽ với 2 lớp MaxPooling, 1 layer ẩn sử dụng hàm kích hoạt relu và layer kết nối đầu đủ sử dụng hàm kích hoạt softmax;

Huấn luyện mô hình, lưu lại mô hình thu được vào file captcha\_model.hdf5

solve\_captchas\_with\_model.py:

Giải mã 1 captcha 4 ký tự bất kỳ sử dụng mô hình mạng neural được lưu tron g tệp captcha\_model.hdf5.

Tóm tắt cơ chế hoạt động của solve\_captchas\_with\_model.py:

Nhận hình ảnh chứa captcha 4 ký tự cần nhận diện, thực hiện tiền xử lý ảnh như ở extract\_single\_letters\_from\_captcha.py để thu được 4 ký tự độc lập;

Nhận diện từng ký tự dựa vào mô hình mạng neural ở tệp captcha\_model.hdf5;

Trả về dự đoán.